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Forecasting state and household populations 

Evaluating the forecast accuracy and bias of 
alternative population projections for states 

Stantey K, Smith 

Abstract: Many different techniques can be used for making population projections. Most fall into four 
general categories: trend extrapolation, ratio extrapolation, cohort-comp~~nent and structural. Tech- 
niques within these categories differ considerably in terms of their complexity and sophistication. A 
common perception among producers (and users) of population projections is that complex and/or 
sophisticated techniques produce more accurate forecasts than simple and/or naive techniques. In this 
paper we test the validity of that perception by evaluating the forecast accuracy and bias of eight 
commonly used projection techniques drawn from the four categories mentioned above. Using data for 
state population projections from a number of different time periods, we find no evidence that complex 
and/or sophisticated techniques produce more accurate or less biased forecasts than simple, naive 
techniques. 
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1. Introduction 

Many different techniques can be used to 
make population projections [for further discus- 
sion, see Irwin (1977), Land (1986), Ahlburg 
(1987), Long and ~cMiiien (1987), Murdock 
and Ellis (1991)]. Most fall into four general 
categories: (1) trend - historical trends in total 
population are extrapolated into the future using 
mathematical formulas or statistical techniques; 
(2) ratio - smaller-area popui~tion (e.g. state) is 
expressed as a proportion of larger-area popula- 
tion (c.g. nation) and historical trends in propor- 
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tions are extrapolated and applied to projections 
of the larger-area population; (3) cohort-compo- 
nent - births, deaths and migration are projected 
separately for each age-sex cohort in the popula- 
tion; (4) structural - causal models relating 
populati~)n change to economic and/or other 
variables are used to project future population. 
Techniques from different categories can be 
combined, as when structural models are used to 
project components of growth in cohort-compo- 
nent projections. 

Techniques in these four categories may differ 
considerably in terms of their complexity and 
sophistication. Statistical and mathematical tech- 
niques may be simpfe or complex, while theoreti- 
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cal models may be naive or sophisticated. We 
define a naive model as one in which future 
population values depend solely on past popula- 
tion values. whereas a sophisticated model is one 
in which population change is expressed as a 

function of changes in economic and/or other 
variables. Under this definition, trend and ratio 
techniques are naive but their mathematical 
forms may be either simple (e.g. linear extrapo- 
lation) or complex (e.g. ARIMA time series 
models). Cohort-component techniques involve 
complex disaggregations of population change, 
but they may be either sophisticated or naive, 
depending on whether they use structural models 
for projecting fertility, mortality and/or migra- 
tion. Structural models are by definition sophisti- 
cated, but they may be either stochastic or de- 
terministic and the models themselves may vary 
considerably in terms of complexity. 

A common perception among producers (and 
users) of population projections is that complex 
techniques produce more accurate forecasts than 
simple techniques and sophisticated techniques 
produce more accurate forecasts than naive tech- 

niques [c.g. Birch (1977). Irwin (1977), Mor- 
rison (1977). Pittenger (Ic)SO), Keyfitz (1981), 
Beaumont and lsserman (1987)]. Is this percep- 
tion valid? To our knowledge, there is no solid 
empirical evidence showing complex or sophisti- 
cated techniques to produce more accurate 
population forecasts than simple or naive tech- 
niques.’ On the contrary, several studies have 
found simple and/or naive techniques to produce 
forecasts that are just as accurate as more com- 
plex and/or sophisticated techniques [e.g. Siegel 
(1953), White (1954), Kale et al. (1981), Mur- 
dock et al. (1984), Smith (1984)]. 

The research performed to date on this topic 
has been quite limited, however [Beaumont and 

’ The only empirical study we know of that found simple 

techniques to be less accurate than more complex tcch- 

niques was a study of national forecast errors [Keytitz 

(lYXl)]. This study rcportcd larger errors for exponential 

extrapolations than for more complex projections produced 

by professional demographers. However. this study tested 

only one simple tcchniquc (exponential extrapolation) and 

used only a single launch year (1955). In addition. it used a 

5ycar base period for the exponential extrapolations, a 

base period shown in another study to produce less accur- 

ate forecasts than 10. or 2Obyear base periods [Smith and 

Sincich (lYYO)]. Consequently. the results do not provide 

sufficient evidence to conclude that simple techniques gcn- 

erally produce less accurate forccasts than more complex or 

sophisticated techniques. 

Isserman (1987)]. The few studies that have been 
done covered only a few projection techniques 
and/or a limited number of time periods. In the 
present study we try to overcome these limita- 
tions by evaluating forecast accuracy and bias for 

a wide variety of projection techniques and - 
perhaps more important - techniques applied in 
five different time periods. This gives us a large 
sample of observations from which to draw con- 
clusions and allows us to track changes in accura- 
cy and bias over time. The analysis focuses on 
projections of total population for states in the 
United States; it does not consider projections of 
demographic characteristics. 

In this paper a population projection is de- 
fined as the future population value produced by 
a particular projection technique and set of base 
data. Forecast error refers to the percentage 
difference between a population projection and 
the ‘true’ population enumerated or estimated 
for the same year. In other words, we treat 
population projections as if they were forecasts 
(or predictions) of future population. We use the 
following terminology to describe population 
projections: 

(1) Base year: the year of the earliest ob- 
served population size used to make a pro- 
jection. 

(2) Launch year: the year of the latest ob- 
served population size used to make a pro- 
jection. 

(3) Target year: the year for which population 
size is projected. 

(4) Base period: the interval between the base 
year and the launch year. 

(5) Projection horizon: the interval between 
the launch year and the target year. 

All the projections evaluated in this paper 
have explicit launch years, target years and pro- 
jection horizons. For some techniques, however, 
there are no clearly defined base years or base 
periods (e.g. the cohort-component projections). 

2. Projections to be evaluated 

2.1. Trend 

We evaluated three trend techniques. First 
was linear extrapolation (LINE), which assumes 
that a population will increase (decrease) by the 
same number of persons in each future year as 
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the average annual increase (decrease) during 
the base period: 

r’, = p<:,+ xly(P,,- P,), (1) 

where P, is the state population projection for 
the target year, P,, is the state population in the 
launch year, P,, is the state population in the 
base year, x is the number of years in the 
projection horizon and y is the number of years 
in the base period. 

The second technique was exponential cx- 
trapolation (EXPO), which assumes that a popu- 
lation will increase (decrease) at the same annual 
percentage rate during the projection horizon as 
during the base period: 

@, = PC, exp(rx) , (2) 

where r is the average annual growth rate during 
the base period, calculated as 

ln(P,,/ Ph) 
r= 

Y 
(3) 

The first two trend techniques were very sim- 
ple; the third was a complex autoregressive, 
integrated, moving average (ARIMA) time 
series model of population change. Voss et al. 
(1981) demonstrated that an ARIMA (1, 1,O) 
model (i.e. a model of first differences with a 
first-order autoregressive equation and no mov- 
ing average component) outperformed a number 
of other time series models in forecasting state 
populations. This is the model we tested. In its 
simplest algebraic form, the model can be cx- 
pressed as 

P,=a,,+(l+u,)P, ,-a,P, 1 (4) 

where P, is the state population projection in 
target year t; P,_ , and P,_, are the state’s popula- 
tion in the two years prior to the target year; and 
a,, and a, are regression-like parameters esti- 
mated by fitting the model to annual data col- 
lected during the base period.’ 

2.2. Ratio 

We evaluated two ratio techniques. First was 

shift-share (SHIFT), which assumes that each 
state’s share of the national population will 
change by the same annual amount during the 
projection horizon as the average annual change 
during the base period: 

i: = QPJP,,, + ~IY(P,,JP,,, - PJP,i?)l 1 (5) 

where ii,, is the national population projected for 
the target year, P,,, is the national population in 
the launch year and P,,, is the national popula- 
tion in the base year. 

The second ratio technique was share-of- 
growth (SHARE), in which each state’s share of 
national population growth during the projection 
horizon is projected to bc the same as during the 
base period: 

p, = PC + [(P,, ~ P,,)/(P,<, - P,J(~,, ~ P,,,). (6) 

Both the SHIFT and SHARE techniques require 
independent projections of national population 
(p,,). WC created such projections by applying 
the LINE and EXPO techniques to the US 

population and taking the average as a national 
projection. 

WC constructed all trend and ratio projections 
using as base data a series of annual intercensal 
population estimates for states [US Bureau of 
the Census, (1956, 1965, 1971, 1984)]. For the 
ARIMA projections WC used all the data from 
1900 to the launch year. For the other four 
techniques we used only the ten years prior to 
the launch year; a previous study found ten years 
of base data were generally sufficient to achieve 
the highest level of accuracy for these techniques 
[Smith and Sincich (199(J)]. 

2.3. Cohort-component 

Many different techniques can be used to 
apply the cohort-component method of popula- 
tion projection. They differ according to the 
structure of the demographic model, sources of 
data and the development of assumptions re- 
garding mortality, fertility and migration. In this 

sample partial autocorrelations, as well as estimates and 
statistical tests of the autoregressive lag parameter (a,), WC 

have concluded that this model provides a reasonable fit of 

the data in most instances. 

’ Ideally. one would fit separate models for all 48 X 5 = 240 
state/launch year combinations to be evaluated. However, 
our objective in this study was not to find the ‘best’ model 

for each individual time series, but rather to test a single 

model that would provide a reasonable tit for all state/ 
launch year combinations. Consequently. we used the 

ARIMA (1, 1.0) model developed by Voss et al. (1981). 
On the basis of plots of the sample autocorrelations and 
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study we evaluated the projections produced by 
the US Bureau of the Census. We chose these 
projections because the Census Bureau has been 
a leader in developing the cohort-component 
methodology, has been making state projections 
since the mid-1950s and follows a consistent 
methodology in all states. In addition, the Cen- 
sus Bureau’s projections are by far the most 
widely used in the United States. We believe an 
evaluation of the Census Bureau’s projections 
provides a good test of the cohort-component 
method. 

The Census Bureau typically publishes several 
series of projections rather than a single series. 
Each series represents a different combination of 
assumptions regarding fertility, mortality and mi- 
gration trends. The Census Bureau does not 
indicate which series is most likely to provide an 
accurate forecast of future population; that is, it 
does not specify a single forecast for each state. 
Consequently, we evaluated each series of Cen- 
sus Bureau projections published between the 
mid-1950s and early 198Os, except for those that 
assumed no interstate migration.’ A description 
of the assumptions underlying these projections 
can be found in each Census Bureau publication 
[US Bureau of the Census (1957, 1966, 1972, 
1979, 1983)]. 

2.4. Structural 

Structural models use causal analysis to relate 
population change to changes in economic and/ 
or other variables. These models may be rela- 
tively simple (e.g. tying net migration to exogen- 
ous projections of employment) or very complex 
(e.g. hundreds or even thousands of equations 
relating demographic and socioeconomic vari- 
ables). Allhough large, complex structural mod- 
els have been developed [e.g. the ECESIS model 
described in Beaumont (1989)], they have been 
used primarily for simulation and policy analysis 
rather than for population forecasting. To our 
knowledge, no population forecasts from such 
models have been published for all states for any 
of the time periods covered by the present study. 

’ We did not evaluate projections based on the hypothetical 

assumption that there would he no interstate migration 

because that assumption was intended to be purely illustra- 

tive [US Bureau of the Census (lY79, p. I)]. 

This in itself reflects the difficulty of using com- 
plex, sophisticated models for forecasting the 
populations of a large number of places. 

We therefore confined our analysis to two 
simple structural models which relate migration 
to projections of employment: the OBERS 
model developed by the Bureau of Economic 
Analysis [US Bureau of Economic Analysis 
(1974, 1981, 19X5)] and the economic-based 
model developed by the National Planning As- 
sociation [National Planning Association (1972, 
1976, 1982)]. Both models view migration as 
depending on projected differences between the 
supply and demand for labor. Supply depends on 
factors such as the age-sex structure of the 
population and labor force participation rates; 
demand depends on the projected employment 
in various industries or occupations. Projections 
from both models have been widely used in the 
United States. Detailed descriptions of the pro- 
jection methodology can be found in the refer- 
ences cited above. 

2.5. Summary 

In this study we evaluated the forecast accura- 
cy and bias of four simple, naive techniques in 
which data from two points in time are used to 
project total population (LINE, EXPO, SHIFT, 
SHARE); one complex. naive technique in 
which time series data are used to project 
changes in total population (ARIMA); one com- 
plex, naive technique which projects components 
of growth by age-sex cohort (Census Bureau, or 
CB); and two simple, sophisticated techniques in 
which projections of migration are based on 
projections of employment (OBERS, NPA). We 
did not evaluate any complex, sophisticated 
models because - to our knowledge - none has 
been used explicitly for population forecasting in 
a large number of states. 

The Census Bureau projections are a bit dif- 
ficult to classify. The methodology is clearly 
complex, since it incorporates detailed account- 
ing procedures covering mortality, fertility and 
migration rates for each age-sex cohort in the 
population. But is the methodology sophisticated 
or naive’? It uses professional judgment in de- 
veloping assumptions regarding mortality, fertili- 
ty and migration, but does not explicitly incorpo- 
rate structural models. We therefore classify the 
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Census Bureau projections as complex but naive. 

The reader should be aware, however, that some 
degree of causal analysis implicitly lies behind 
these projections. Exhibit 1 identifies the launch 
years, target years, publication years (if any) and 
names of all the projections evaluated in this 
study. 

3. Methodology and results 

For each technique we compared the projec- 
tions of total population with decennial popula- 
tion counts or intercensal estimates for each 
target year [US Bureau of the Census (1971, 
1984, 1991)]. Forecast error (F,) was calculated 

Exhibit 1 
Summary of projections. 

Name Launch year Publication year Target years 

LINE lY55 
EXPO 1955 
ARIMA 1955 
SHIFl- 1955 
SHARE 1955 
CB-1 1955 
CB-2 1955 
CB-3 1955 
CB-4 1955 
LINE 1965 
EXPO 1965 
ARIMA 1965 
SHIFT 1965 
SHARE 1965 
CB-1B 1964 
CB-2B 1964 
CB-ID 1964 
CB-2D 1964 
LINE 1970 
EXPO 1970 
ARIMA 1970 
SHIFT 1970 
SHARE 1970 
CB-1C 1 Y70 
CB-1E lY70 
NPA 1970 
OBERS 1971 
LINE 1975 
EXPO 1975 
ARIMA lY75 
SHIFT 1975 
SHARE 1975 
CB-2A 1975 
CB-2B 1975 
NPA 1975 
OBERS 1978 
LINE 1980 
EXPO 1980 
ARIMA 1980 
SHIFT 1980 
SHARE 1980 
CB-0 1980 
NPA 1980 
OBERS 1983 

_ 
1957 
1957 
1957 
1957 
_ 

_ 
1966 
1966 
1966 
1966 
_ 

_ 
1972 
1972 
1972 
1974 

1979 
1979 
1977 
1981 
_ 

_ 
1983 
1982 
1985 

1960,1965, 1970, 1975 
1960.1965, 1970, 1975 
1960, 1965, 1970, 1975 
1960, 1965,1970,1975 
1960, 1965,1970,1975 
1960, 1965, 1970 
1960, 1965, 1970 
1960,1965, 1970 
1960,1965. 1970 
1970, 1975, 1980, 1985 
1970, 1975, 1980,1985 
1970, 1975, 1980,1985 
1970,1975, 1980,1985 
1970, 1975, 1980,1985 
1970, 1975, 1980, 1985 
1970,1975,1980,1985 
1970, 1975,1980, 1985 
1970, 1975,1980, 1985 
1975, 1980,1985, 1990 
1975, 1980,1985, 1990 
1975, 1980.1985, 1990 
1975, 1980.1985, 1990 
1975, 1980, 1985,199O 
1975, 1980, 1985,199O 
1975, 1980,1985, 1990 
1975, 1980,1985 
1980, 1985,199O 
1980,1985, 1990 
1980,1985,1990 
1980, 1985,199O 
1980,1985,1990 
1980,1985,1990 
1980,1985, 1990 
1980, 1985, 1990 
1980,1985, 1990 
1985,199O 
1985, 1990 
1985, 1990 
1985, 1990 
1985, 1990 
1985, 1990 
1990 
1990 
1985, 1990 



as the percent difference between the projection 
(P,) and the ‘true’ population for the same year 

(P,): 

Exhibit 2 

Measures of forecast accuracy and bias: Averages covering 

all launch years. 

F, = [(p, - P,)/P,]lOO. (7) 

Measure Technique Length of Projection Horizon 

(years) 

5 10 15 20 

We assumed that the population estimates and 
counts published by the Census Bureau reflected 
the ‘true’ populations; that is, no attempts were 
made to adjust for estimation or enumeration 
error. Except for ARIMA, the analysis covered 
all 50 states for projections produced after 1960; 
prior to 1960, the Census Bureau did not pro- 
duce projections for Alaska and Hawaii. The 
ARIMA projections covered only the 48 con- 
tiguous states because annual intercensal csti- 
mates back to 1900 were not available for Alaska 
and Hawaii. 

MAPE LINE 3.5 6.0 8.0 
EXPO 3.Y 7.0 10.6 
ARIMA 3.3 6.3 Y.l 
SHIFT 3.8 6.4 0.2 
SHARE 3.6 6.0 x.2 

CB 3.7 6.1 x.3 

NPA 4.3 6.8 x.4 
OBERS 4.0 6.S 9. I 

RMSPE 

There is no consensus in the literature regard- 
ing the most appropriate summary measures of 
forecast error [e.g. Ahlburg (1992)]. Conse- 
quently, we have chosen to use a number of 
measures, each with a somewhat different focus. 
We believe this variety strengthens the validity of 
our analysis and conclusions. 

LINE s.1 8.2 10.x 

EXPO 6.3 11.7 20.2 

ARIMA 4.6 x.2 11.7 

SHIFT 5,s Y.3 13.2 

SHARE 5.2 8.4 11.3 

CB 5.0 x.2 10.7 

NPA 5.3 8.5 10.3 

OBERS 5.X 8.X II.6 

YOPE 

Mean absolute percent error (MAPE) is the 
average error when the direction of error is 
ignored; root mean square percent error 
(RMSPE) is a measure giving a heavier weight 
to large errors; and the 90th percentile error 
(90PE) is the absolute percent error larger than 
exactly 90% of all other absolute percent errors. 
These are measures of accuracy, or how close 
the projections were to population counts or 
estimates for the same year, regardless of 
whether they were too high or too low. 

LINE 7.7 II.8 16.4 

EXPO X.6 13.6 21.3 

ARIMA 7.2 13.6 IS.‘) 

SHIFT 8.1 13.1 19.5 

SHARE 7.x 12.1 17.0 

CB 8. I 13.2 17.5 

NPA x.3 13.4 17.0 

OBERS 9.7 14.1 18.3 

MALPE LINE 0.1 -0.5 PI.1 

EXPO 1.2 2.4 4.3 

ARIMA -1.1 -2.X -4.4 

SHIFT 0.4 0.2 -0.2 

SHARE 0.4 0.2 0.2 

CB PO.7 -1.1 -0.4 

NPA ~2.4 -0.9 -0.6 

OBERS 1.7 ~3.6 ~2.6 

Mean algebraic percent error (MALPE) is 
the average percent error when the direction of 
error is accounted for; this is a measure of bias. 
A positive error indicates a tendency for projec- 
tions to be too high and a negative error indi- 
cates a tendency for projections to be too low. 
Since a few extreme errors in one direction can 
disproportionately affect the sign of the 
MALPE, the proportion of positive errors 
(% POS) was used as another measure of bias. 

7Q POS LINE 51.3 46.7 47.5 

EXPO 59.0 60.4 61.5 

ARIMA 40.6 40.0 36.0 

SHIFT 54.0 S1.6 51.5 

SHARE 54.0 51.2 54.0 

CB 44.4 46.0 50.3 

NPA 33.0 46.0 49.0 

OBERS 64 .(I 34.0 43.0 

We present an overview of forecast accuracy 
and bias in Exhibit 2. In this exhibit we grouped 
errors by length of projection horizon and aggre- 
gated over all launch years for each technique; 
all Census Bureau projection series were aver- 

aged together and are identified as CB. In in- 
stances where projection horizons did not exactly 
match 5, 10, 15 and 20 years (e.g. Census Bureau 
projections with launch year 1964 and OBERS 
projections with launch year 1971), we included 
them with the most similar horizon (e.g. four- 

11.3 

16.2 

11.5 

13.4 

II.7 

12.4 
_ 

12.x 

14.3 

33.0 

14.8 

18.7 

15.2 

IS.1 
_ 

IS.2 

22.3 

32.0 

23.6 
27.7 

23.4 

24.7 

26.1 

PI.9 

7.8 

~6.0 

PO.8 

0.4 

2.4 
_ 

-4.9 

44.7 

60.7 

34.7 

46.7 

49.3 

55.7 

40.0 



S. K. Smilh, T. Sincich I Evnluaring forecast uccurac): 501 

and six-year horizons were included with five- 

year horizons) .J 
A number of results are noteworthy. First of 

all, accuracy levels were very similar for all eight 
techniques, with the exception of EXPO (and, to 
a lesser extent, SHIFT) for longer forecast 
horizons. For lO-year horizons, MAPE values 
ranged only from 6.0 to 7.0; RMSPE values from 
8.2 to 11.7; and 9UPE values from 11.8 to 14.1. 
For 20-year horizons the ranges (excluding 
EXPO and SHIFT) were 11.3 to 12.8 for 
MAPE. 14.3 to 15.2 for RMSPE and 22.3 to 
26.1 for 90PE. EXPO and SHIFT produced a 
few very large errors for longer projection 
horizons; other than that, levels of accuracy were 
about the same for all projection techniques. 

For all eight techniques and all three mea- 
sures of accuracy, errors increased steadily with 
the length of the projection horizon. This is a 
common finding in the literature [e.g. White 
(1954). Kale et al. (1981). Keyfitz (1981), Smith 
(1987)l. For MA PE, the increases were approxi- 
mately linear. This has been noted before for 
several trend and ratio techniques [Smith and 
Sincich (1991)]; here it is found for cohort- 
component and structural models as well. 

The results for MALPE and % POS showed 
an upward bias for EXPO projections for all four 
projection horizons; ARIMA and NPA had a 
downward bias for all horizons; and OBERS and 
LINE had downward biases for all horizons 
longer than five years. CB, SHIFT and SHARE 
had mixed results. Other than EXPO and 
ARIMA, (and to a lesser extent, OBERS) none 
of the techniques displayed large biases in either 
direction; SHIFT and SHARE, in particular, 
exhibited very little bias. We will return to the 
issue of bias later in the paper. 

There is no indication from the results shown 
in Exhibit 2 that complex or sophisticated tech- 
niques produced more accurate or less biased 
forecasts than simple, naive techniques. In fact, 
LINE and SHARE often performed better than 
any other technique. Only EXPO displayed a 
tendency to produce larger errors than the other 
techniques, and these differences were substan- 

a Only for OBERS did this create a problem. For com- 

parisons by length of horizon, we treated OBERS projec- 
tions with launch year 1978 as having a launch year of 1975 

and projections with launch year 1983 as having a launch 
year of 1985. 

tial only for longer projection horizons and - as 
will be seen later-were never statistically sig- 

nificant 
The results summarized in Exhibit 2 were 

based on averages covering several launch years. 
The number of sets of projections and the launch 
years included in these averages were not the 
same for all techniques. In addition, the different 
series of Census Bureau projections were based 
on different sets of demographic assumptions 
and the OBERS projections did not always fit 
neatly into 5-, lo-, 15 and 20-year horizons. 
Consequently, it is important to observe the 
results for each individual technique and each 
launch year before drawing any conclusions. 
Such results are shown in Exhibits 3-7. For 
brevity, we report only the results for MAPE 
and MALPE. Results for RMSPE, 90PE and 
% POS were similar to those reported here and 
are available from the authors upon request. 

These exhibits show that no single technique 
or group of techniques consistently produced 
smaller (or larger) MAPE values than any other 
technique or group of techniques. In Exhibit 3, 
MAPE values for the four Census Bureau series 
of projections were slightly smaller than for 
LINE, SHARE and ARIMA and considerably 
smaller than for EXPO and SHIFT. In Exhibit 4, 
MAPE values at each horizon were similar for 
all projections except EXPO and CB-2B, which 
were somewhat larger than the others. In Exhibit 
5, MAPE values for the trend and ratio projec- 
tions were slightly smaller than MAPE values for 
the cohort-component and structural model pro- 
jections (except for NPA). In Exhibit 6, MAPE 
values were generally smaller for the simple 
trend and ratio projections than for the ARIMA, 
cohort-component and structural model projec- 
tions. In Exhibit 7, MAPE values were similar 
for all techniques except two: EXPO had the 
largest errors for both horizons and OBERS the 
smallest. The OBERS projections, however, 
covered only 2- and 7-year horizons rather than 
5 and lo-year horizons. 

Although some differences in MAPE values 
by technique can be seen in Exhibits 3-7, in 
most instances they are relatively small. Were 
these differences caused by true differences in 
accuracy or simply by random variation? To 
answer this question, we conducted formal statis- 
tical tests of hypotheses. For each combination 
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Exhibit 3 

Forecast accuracy and bias: Launch year 1955. 

Technique Launch year MAPE or MALPE in target year 

lY60 I’)65 I Y70 1975 

Accuracy (MAPE) 

LINE 

EXPO 

ARIMA 

SHIFT 

SHARE 

CB-1 

CB-2 

CB-3 

CB-4 

195.5 3.9 6.1 X.0 12.1 

19.55 4.5 8.3 15.1 22.8 

1955 3.8 6.6 8.5 10.9 

1955 4.4 7.3 11.7 17.0 

1955 3.‘) 6.2 8.5 12.8 

19% 3.4 .5.x 7.8 _ 

19.55 3.1 5.6 6.8 _ 

1YSS 3.1 5.3 7.0 _ 

1955 3.3 5.9 7.0 _ 

Bias (MALPE) 

LINE 

EXPO 

ARIMA 
SHIFT 

SHARE 
CB-1 

CB-2 

CB-3 

CB-4 

19.55 -1.3 -2.2 -1.4 -3.4 

1955 0.2 2.3 7.8 11.5 

1955 -2.6 -4.6 -4.8 -7.5 
1955 -1.1 -1.7 -0.7 -2.7 

19% -1.0 -1.4 0.1 -1.1 
19.55 -0.7 - 1.0 1.1 _ 

1955 -1.5 -2.4 -0.7 _ 

1955 -1.2 - 1.7 0.3 _ 

1955 -2.0 -3.9 -4.0 _ 

Exhibit 4 

Forecast accuracy and bias: Launch years 1964 and 1965. 

Technique Launch year MAPE or MALPE in target year 

1970 1975 1980 1985 

Accuracy (MAPE) 

LINE 

EXPO 

ARIMA 

SHlFT 

SHARE 

CB-IB 

CB-2B 

CB-1D 

CB-2D 

Bias (MALPE) 

LINE 

EXPO 

ARIMA 
SHIFT 

SHARE 
CB-1B 

CB-2B 
CB-ID 

CB-2D 

196.5 2.9 5.0 8.2 10.3 

1965 4.0 6.6 10.8 14.7 

1965 2.4 5.4 9.1 11.5 

1965 3.3 5.5 8.9 11.5 

1965 3.2 5.1 8.4 10.8 

1964 3.9 5.5 9.2 12.7 

1964 4.0 5.9 9.7 14.1 

1964 3.4 5.0 8.4 11.0 

1964 3.6 5.1 8.S 11.1 

1965 1.8 0.4 -0.2 0.6 

1965 3.1 3.6 5.4 9.3 

1965 -0.2 -3.0 -5.3 -5.9 

1965 2.1 1.2 1.0 2.2 

1965 2.2 I.4 1.6 3.4 

1964 2.3 1.9 3.2 6.4 

1964 2.5 2.5 4.1 7.9 

1964 0.7 -1.3 -2.1 -1.1 

1964 0.9 -0.8 -1.2 0.3 
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Exhibit 5 

Forecast accuracy and bias: Launch years 1970 and 1971. 

Technique Launch year MAPE or MALPE in target year 

1975 1980 1985 1990 

Accuracy (MAPE) 
LINE 

EXPO 

ARIMA 

SHIFT 

SHARE 

CB-1C 

CB-IE 

NPA 

OBERS 

Bias (MALPE) 
LINE 

EXPO 

ARIMA 
SHIFT 

SHARE 

CB-IC 

CB-1E 

NPA 

OBERS 

1970 

1970 

1970 

1970 

1970 

1970 

1970 

1970 

1971 

1970 -2.2 -3.6 -3.4 

1970 -1.4 -1.6 0.0 

1970 -2.6 -4.9 -5.6 

1970 -2.0 -3.2 -2.8 

1970 -1.9 -2.9 ~2.3 

1970 -2.0 -1.5 1.1 

1970 -2.7 -4.1 -3.8 

1970 -1.7 -1.5 -0.3 

1971 -2.2 -5.7 -5.7 

4.5 

4.3 
4.2 

4.5 

4.4 

4.8 
5.0 

4.3 
_ 

8.3 10.7 

7.8 10.4 

8.3 10.7 

x.4 10.1, 

8.2 10.6 

8.6 11.4 

Y.l 11.8 

7.6 10.0 

9.3 11.9 

11.5 

11.0 

12.0 

11.8 

11.3 

12.8 

12.8 
_ 
12.8 

-2.7 

2.6 
-4.7 

-1.9 

-1.0 

3.9 

-3.3 

-4.9 

of launch year and target year, we tested the null 
hypothesis that MAPE values are identical for 
all techniques: 

H,,: p, = /+ =. . . = t-q,, (8) 

where p, is the true MAPE for LINE, /.L’ is the 
true MAPE for EXPO, . . and p,, is the true 
MAPE for the last technique in each set. 

Using a data set similar to that used in this 
study for the trend and ratio techniques, Smith 
and Sincich (1988) showed that the distribution 
of algebraic percent errors tended to be normal, 
but that absolute percent errors had skewed 
(non-normal) distributions truncated at zero. 
Consequently, the normality assumption re- 
quired for traditional one-way analysis-of- 
variance F-tests for MAPE is highly likely to be 
violated. We therefore tested H,, using a dis- 
tribution-free non-parametric test, the Kruskal- 
Wallis H test. 

For all launch/target year combinations ex- 
cept two, the test was non-significant; that is, 
there was insufficient evidence to reject H, at a 
conservative significance level of 0.10. Except for 
these two combinations, there was no evidence 

of significant differences among MAPE values 
for the different forecasting techniques. 

The only exceptions were errors for the 
launch/target year combinations of 1975180 and 
1975185. We investigated these errors further, 
using a Bonferroni multiple comparison-of- 
means procedure designed to control the experi- 
ment-wise Type I error rate. Conservatively, we 
selected an overall significance level of 0.10. For 
1975180, the MAPE for CB-2A (4.66) was sig- 
nificantly larger than the MAPE for EXPO 
(2.78) and SHIFT (2.75). For 1975185 the 
MAPE for CB-2A (6.08) was significantly larger 
than the MAPE for OBERS (3.66). No other 
pairs of MAPE values in any other sets of pro- 
jections were found to be significantly different 
from each other. Thus, there is no statistical 
evidence in this data set that simple or naive 
techniques produce less accurate forecasts than 
complex or sophisticated techniques. 

Exhibits 3-7 also provide information on the 
direction of forecast errors. Two sets of projec- 
tions had a downward bias for most techniques 
and horizons (launch years 1955 and 1970171); 
two sets had an upward bias for most techniques 
and horizons (launch years 1964165 and 19801 
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Exhibit 6 

Forecast accuracy and bias: Launch years 1975 and 1978. 

Technique Launch year MAPE or MALPE 

in target year 

1980 1985 1990 

Accuracy (MA PE) 

LINE 1975 

EXPO 1975 

ARIMA 1975 

SHIFT 1975 

SHARE 1975 

CB-2A 1975 

CB-2B 1975 

NPA 1975 

OBERS 1978 

Bias (MA LPE) 

LINE 1975 

EXPO 1975 

ARIMA 1975 

SHARE 1975 

SHIFT 1975 

CB-2A 1975 

CB-2B 1975 

NPA 1975 

OBERS 1978 

2.9 4.4 s.3 

2.8 4.3 6.1 

3.6 6.0 8.0 

2.x 4.2 5.1 

2.8 4.3 5.4 

4.7 6.1 6.3 

3.7 4.3 5.5 

4.3 6.0 6.7 

2.9 3.7 6.3 

-1.1 -0.6 0.6 

-0.3 1.3 4.1 

-2.0 -2.8 -1.9 
-0.8 0.0 1.7 

-0.8 -0.1 1.6 
-3.7 -3.4 -2.5 

-3.0 -2.2 -0.7 

-3.1 -2.7 -0.Y 
-1.1 -1.4 0.5 

Exhibit 7 

Forecast accuracy and bias: Launch years 1980 and 1983 

Technique Launch year MAPE or MALPE 

in target year 

1985 1990 

Accuracy (MAPE) 

LINE 

EXPO 

ARIMA 

SHIFT 

SHARE 

CB 

NPA 

OBERS 

Bias (MALPE) 

LINE 

EXPO 

ARIMA 
SHIFT 

SHARE 

CB 
NPA 

OBERS 

1980 
1980 

1980 

1980 

1980 

1980 

1983 

1980 

1980 

1980 
1980 

1980 

1980 
1980 

1983 

2.7 

3.6 

2.3 

3.1 

2.9 
_ 

_ 

2.7 

1.4 

2.5 

0.0 

1.8 

1.6 
_ 
_ 

1.4 

6.1 
8.0 

5.2 

6.9 

6.4 

6.5 

6.7 

4.0 

3.5 

6.4 

1.1 
4.5 

4.2 

3.8 
1.6 

1.7 

83); and one set had mixed results (launch years 
1975178). All projection techniques had some 
positive MALPE and some negative MALPE 
values. We believe that the projection techniques 

evaluated in this paper (with two possible excep- 
tions) are unbiased in the sense that, if applied at 
a number of different points in time, they would 
produce projections that prove to be too high 
about as often as they produce projections that 
prove to be too low. There is no way to know in 
advance whether any given set of projections will 
have an upward or downward bias (unless obvi- 
ously unrealistic assumptions are used). 

The only possible exceptions to this conclu- 
sion are the EXPO and ARIMA techniques. 
EXPO was found to have an upward bias (occa- 
sionally quite strong) in four of the five sets of 
projections, and ARIMA was found to have a 
downward bias (occasionally quite strong) in 
four of the five sets. We believe an upward bias 
is a general characteristic of EXPO projections 
for places that grew rapidly during the base 
period [Smith (1987)]. The downward bias ob- 
served for the ARIMA projections, however, 
reflects either the specification of the model or 
the historical time period covered by the analy- 
sis, rather than an inherent characteristic of the 
technique itself. 

4. Discussion 

Beaumont and Isserman (1987) questioned 
whether sufficient empirical evidence exists to 
conclude that simple and/or naive techniques 
can produce population forecasts that are as 
accurate as those produced by more complex 
and/or sophisticated techniques. We believe we 
have taken a major step toward answering that 
question. In this study we evaluated the forecast 
accuracy and bias of state population projections 
produced by a number of different techniques 
for launch years in the 195Os, 196Os, 1970s and 
1980s. We found that differences in complexity 
and sophistication had no consistent or statisti- 
cally significant impact on forecast accuracy. In 
some instances, simple techniques were more 
accurate than complex techniques and naive 
techniques more accurate than sophisticated 
techniques; in other instances the opposite was 
true. Rarely were the differences large and they 
were almost never statistically significant. We 
conclude that this study provides ample empiri- 
cal evidence that - to date - the sophistication of 
structural models and the complexity of time 
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series and cohort-component techniques have 
not led to greater accuracy in forecasting total 
population than can be achieved with simple, 
naive techniques. 

This study did not cover every possible pro- 
jection technique, of course. We evaluated only 
eight of the huge number of techniques or mod- 
els that potentially could be used for state popu- 
lation projections. In particular, we did not 
evaluate any techniques that were both complex 
and sophisticated. Our conclusions must there- 
fore be viewed as preliminary. 

The techniques we did evaluate, however, are 
those most commonly used for state and local 
projections. They included several trend and 
ratio extrapolation techniques, an ARIMA time 
series model, the Census Bureau’s cohort- 
component model and the structural models de- 
veloped by the Bureau of Economic Analysis 
and the National Planning Association. The 
analysis thus included both naive and sophisti- 
cated models and techniques that vary consider- 
ably in terms of complexity. Yet we found no 
consistent or significant differences in forecast 
accuracy. We therefore believe the burden of 
proof lies with those who would claim that more 
complex or sophisticated techniques are capable 
of producing more accurate forecasts than sim- 
ple, naive techniques. Before we can accept this 
claim as valid, we must be shown supporting 
empirical evidence. 

forecasting changes in total population (perhaps 
more so). This difficulty counteracts the advan- 
tages of disaggregation and the stability the age- 
sex structure adds to cohort-component projec- 
tions. Will the application of time series tech- 
niques or the development of new data sources 
(e.g. annual gross migration data from IRS re- 
cords) improve the forecast accuracy of current 
and future cohort-component projections? We 
do not think so. These techniques are still based 
on the extrapolation of past trends, and those 
trends are highly correlated with those underly- 
ing the simple trend and ratio projections. We 
believe it is unlikely that more complex ap- 
proaches to extrapolating past trends in cohort- 
component models will lead to any significant 
improvements in forecast accuracy. 

Why did the complex and the sophisticated 
techniques evaluated in this study not produce 
more accurate forecasts than the simple, naive 
techniques? We believe there is a certain irreduc- 
ible level of uncertainty regarding the future. No 
projection technique - no matter how complex 
or sophisticated - can consistently improve fore- 
cast accuracy beyond that level. Based on the 
evidence to date, it appears that the relatively 
small amount of historical information contained 
in simple trend and ratio extrapolation tech- 
niques provides as much guidance to this uncer- 
tain future as does the much larger amount of 
information contained in more complex or 
sophisticated techniques. Why might this be 
true? 

A comparison of the various series of Census 
Bureau projections for each launch year is in- 
structive. For all launch years except 1980, the 
Census Bureau published several series of pro- 
jections based on alternative assumptions regard- 
ing fertility, mortality and migration. Although 
MA LPE values varied among the different series 
(indicating differences in bias), MAPE values 
were quite similar for all series with the same 
launch year. For example, MAPE values for 
H-year horizons ranged only from 6.8 to 7.8 for 
the four series with launch year 1955; from 8.4 to 
9.7 for the four series with launch year 1964; 
from 11.4 to 11.8 for the two series with launch 
year 1970; and from 5.5 to 6.3 for the two series 
with launch year 1975. Differences in assump- 
tions may have led to substantially different er- 
rors for any given state, but those differences 
were largely wiped out when averaged over all 
states. Even if one were to choose retrospective- 
ly the Census Bureau series with the smallest 
errors, the errors still would not be consistently 
(or significantly) smaller than for the simple, 
naive techniques. Aggregate results were simply 
not very sensitive to moderate differences in 
assumptions. Improvements in forecasting future 
components of growth would therefore have to 
be very large before they would lead to signifi- 
cant across-the-board reductions in average fore- 
cast error. 

We believe the cohort-component projections What about structural models? Those 
were no more accurate than the trend and ratio evaluated in this study were simple deterministic 
projections because forecasting fertility, mortali- models tying net migration to exogenous changes 
ty and migration rates is just as difficult as in employment. Would more complex stochastic 
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models lead to improvements in forecast accura- 
cy? Again, we are skeptical. Our understanding 
as demographers of the determinants of popula- 
tion change is far from perfect. Thus we cannot 
construct models that completely explain popula- 
tion change. Even if we could, we could not be 
sure that past relationships between demog- 
raphic and socioeconomic variables would re- 
main constant in the future. More critical yet, 
even if those relationships were to remain con- 
stant, the future values for the socioeconomic 
variables themselves would still be unknown. (Is 
there any reason to believe that socioeconomic 
variables can be projected more accurately than 
demographic variables?) Given all these un- 
certainties. it is not surprising that projections 
from simple structural models have been no 
more accurate than those from naive trend or 
ratio techniques; we are not hopeful that more 
complex structural models will perform any 
better. 

Have demographers improved over time in 
their abilities to forecast future populations? An 
evaluation of Exhibits 3-7 would seem to say 
‘no’. MAPE values for the trend and ratio tech- 
niques vary by launch year, but show no distinct 
upward or downward trends. These techniques 
are purely mechanical, of course; since they 
contain no applications of judgment or changes 
in methodology, variations in MAPE values for 
these techniques occur solely because of differ- 
ences in launch years and random variation in 
the underlying population dynamics. 

The Census Bureau projections, on the other 
hand, are affected by methodological changes 
and the application of professional judgment in 
making assumptions about mortality, fertility 
and migration. Do these projections indicate any 
trends in accuracy? For launch year 195.5, 
MAPE values for lo-year horizons for the CB 
techniques ranged from 5.3 to 5.9%; for 1964, 
from 5.0 to 5.9%; for 1970, from 8.6 to 9.1%; 
for 1975, from 4.5 to 6.304; and for 1980, the 
single CB projection had a MAPE of 6.5%. NO 
clear trend in accuracy is apparent from these 
results. The relative performance of the CB tech- 
niques compared with the simple extrapolation 
techniques also shows no clear trends over time. 
If Census Bureau demographers can be taken as 
representative of professional demographers in 
general. it does not appear that demographers 

have improved in their abilities to forecast future 
state populations. 

Exhibits 3-7 show that it is risky to base 
general conclusions regarding forecast accuracy 
and bias on projections from a single launch 
year. Launch year 1975 showed relatively small 
MAPE values for all techniques and all target 
years, whereas launch year 1970 showed relative- 
ly large MAPE values. Launch year 1980 showed 
an upward bias for all techniques and target 
years, whereas launch year 1970 showed a down- 
ward bias for most techniques and target years. 
The EXPO technique had larger MAPE values 
than any other technique for launch year 1965 
and smaller MAPE values than most techniques 
for launch year 1970. It appears that a valid 
assessment of forecast accuracy and bias (includ- 
ing comparisons of alternative techniques) can be 
made only when several different sets of projec- 
tions are evaluated. 

Several caveats regarding the findings re- 
ported in this study should be mentioned. First, 
the analysis covered only horizons of 5-20 years. 
It is possible that some approaches or techniques 
will perform significantly better (or worse) than 
others for horizons of shorter than 5 years or 
longer than 20 years. Second, the analysis cov- 
ered states. Results could be different for other 
levels of geography. Finally, the analysis did not 
investigate potential differences in accuracy and 
bias for places with different demographic or 
socioeconomic characteristics. One technique or 
category of techniques could perform signifi- 
cantly better (or worse) than another for places 
with specific characteristics (e.g. very high or 
very low growth rates). Although we have no 
reason to suspect that any of these factors would 
lead to results different from those reported in 
this paper, they all reflect the need for further 
research. 

5. Conclusions 

Population projections can play a number of 
different roles. They can be used to evaluate the 
impact of different economic or demographic 
assumptions on population size and characteris- 
tics; to analyze individual components of popula- 
tion growth; to illustrate the potential outcomes 
of recent trends; to provide support for specific 
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points of view; and to provide forecasts (i.e. 

predictions) of future population change. The 
last is the most common for the majority of users 
of population projections, even when the authors 
of those projections do not intend for them to be 
used as forecasts. In this study we have demon- 
strated that for a large number of projections 
covering different launch years and horizons, 
complex techniques did not produce more accur- 
ate forecasts of total population than simple 
techniques and sophisticated techniques did not 
provide more accurate forecasts than naive tech- 
niques. Although there are many reasons why 
complex or sophisticated techniques may be 
more useful than simple, naive techniques, the 
evidence to date clearly suggests that greater 
forecast accuracy is not one of them. 
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